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Reminders

• Scribe notes due one week after class
• These will get shared ith your classmates.

• Project pitches due this Friday.



More definitions



When people refer to post-training, 
which of these do they usually mean?



What’s the difference between 
“pre-training” and “post-training?”



a definition
Training in the context of neural networks

An algorithm, usually involving gradient descent, iteratively updates the internal 
parameters of a neural network in order to maximize some objective function.





Are machine learners using pre- and post- according 
to their dictionary definitions?



2015 Google paper

Why we’re stuck with the weird terms 
pretraining and postraining



The flow of training circa GPT-1 (2018)

“Improving Language Understanding by Generative Pre-Training.” Radford et al. 2018.
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post-training gets you to an aligned model
pre-training gets you to a base mode

• Pre-training is the training one does to transform a randomly initialized model into 
one that has broad but untargeted understanding of natural language and human and 
world knowledge. The result is a base model.

• Post-training is the training one does to transform a base model into an aligned 
model that has desirable interaction modes and behavior.



for the purposes of this lecture
Finetuning

Performing a smal amount of training of either a base model or an aligned model, usually 
for the purposes of specializing it for some task.



for the purposes of this lecture
Finetuning

Performing a smal amount of training of either a base model or an aligned model, usually 
for the purposes of specializing it for some task.

When should you prefer finetuning 
over in-context learning?



Finetuning can be helpful when:
• Application requires a small/cheap/efficient model (e.g. on-device deployment)
• Task requires domain-specific knowledge that may not be present in pre-training data
• Task requires a style or tone that is not possible to achieve via prompting
• Personalization
• Need non-standard alignment



Finetuning also has challenges:

• Catastrophic forgetting
• Overfitting
• Underfitting
• Hyperparameter sensitivity
• Gradient instability
• Task misalignment & conflicting objectives
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Examples of good uses of 
finetuning
(in your instructor’s opinion)



and other medical applications
ClinicalBERT

• Need for cheap, local deployments:
• HIPAA laws create strong protections for patients on how their medical records are stored and 

shared.

• Non-standard language:
• Terminology, writing style, etc. very different from “general” language

• Relatively straightforward classification tasks:
• Entity tagging
• Disease prediction
• 30-Day Hospital Readmission Prediction

“ClinicalBERT: Modeling Clinical Notes and Predicting Hospital Readmission.” Huan et al. 2019.



Personalization

• Personalized LLMs take on the style/preferences of 
individual users, e.g. for:
• Email writing assistance
• Preference/rating predictions
• Automatic speech recognition

• Ownership advantages
• Better privacy, as users can own their finetuned models

• Notes:
• In-context learning is sufficient for some forms of 

personalization
• Behavioral shift is a challenge

“Democratizing Large Language Models via Personalized Parameter-Efficient Fine-tuning.” Tan et al. EMNLP 2024.



for better next-generation models
Filtering Pretraining Data

Suppose you want to run a quality/toxicity/landID classifier across all billion or trillion 
webpages on the internet.

Such a model needs to be fast, and its specialization means a giant LLM is may not 
necessary.



Finetuning techniques



Efficient finetuning
Our definition of training: An algorithm, usually involving gradient descent, iteratively 
updates the internal parameters of a neural network in order to maximize some 
objective function. But which parameters??
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Efficient finetuning
Our definition of training: An algorithm, usually involving gradient descent, iteratively 
updates the internal parameters of a neural network in order to maximize some 
objective function.

Updating all the weights is typically called full-model finetuning.

An alternative is parameter-efficient finetuning, in which only a small fraction of the 
total number of learnable parameters are updated.

But which parameters??



Why choose parameter-efficient 
finetuning over full finetuning?



Why choose PEFT?
• Storage efficiency: small file sizes are nice
• Serving efficiency: Can keep most of the model’s parameters loaded onto the GPU—

only swap in and out the handful of weights that are changing
• Cheaper to train
• Easier to train (sometimes)
• You want to use fancy model X, and its API only supports PEFT

PEFT = Parameter Efficient Fine Tuning



Intuition
Prompt/prefix tuning

In-context learning / prompt engineering both require a lot of human decision-making. 
It can can be very finicky to find the best prompt.

Why can’t we just train a neural network to produce a good prompt for the task?



Method
Prompt/prefix tuning

Suppose we want to tune the LLM to do some task.

Goal: optimize a sequence of tokens that can be 
prepended to our task input, causing the LLM to do 
the task in question.

In practice, optimizing over discrete tokens is hard. 

What we do instead: Optimize a sequence of 
embeddings we can prepend to our query to the LLM, 
causing the LLM to do the task.
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prompt tuning method
Prompt/prefix tuning

1. Freeze the weights of the model.
2. Create a new learnable embedding matrix

• Set the first k input embeddings to be learnable.
• k is a hyperparameter up to the choice of the implementer.

3. Initialize the k learnable embeddings. Some options include:
• Random initialization
• Initialize to values drawn from the vocabulary embedding 

matrix
4. Train on task-specific data.

 P ∈ ℝk×d
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Difference between prompt tuning and prefix tuning
Prompt/prefix tuning

In prompt tuning, the trainable prefix is prepended to just the inputs 
to the first layer.

In prefix tuning, the trainable prefix is appended to all the laters  
…

Layer#1

Layer#2

Layer#n

…

(Sri_Lanka, country, Adisham_Hall), 
(Tamil_language, language, Sri_Lanka)

Source X: Target Y:
Adisham Hall is locales in Sri Lanka, 
where they speak the Tamil language.

Z: [Prefix] Sri_Lanka, country … [SEP] Adisham Hall is located in …

 Adisham Hall is located in …

……
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h(1)
`p

<latexit sha1_base64="WHaEfGlu8gzIbmRFj9qMwot2fnc=">AAAB+nicbVBNS8NAEJ34WetXqkcvi0Wol5KIoMeiF48V7Ae0MWy2m3bpZhN2N0qJ+SlePCji1V/izX/jts1BWx8MPN6bYWZekHCmtON8Wyura+sbm6Wt8vbO7t6+XTloqziVhLZIzGPZDbCinAna0kxz2k0kxVHAaScYX0/9zgOVisXiTk8S6kV4KFjICNZG8u3KyM/6lHM/Qfl9VnNPc9+uOnVnBrRM3IJUoUDTt7/6g5ikERWacKxUz3US7WVYakY4zcv9VNEEkzEe0p6hAkdUedns9BydGGWAwliaEhrN1N8TGY6UmkSB6YywHqlFbyr+5/VSHV56GRNJqqkg80VhypGO0TQHNGCSEs0nhmAimbkVkRGWmGiTVtmE4C6+vEzaZ3XXqbu359XGVRFHCY7gGGrgwgU04Aaa0AICj/AMr/BmPVkv1rv1MW9dsYqZQ/gD6/MHc6WTdA==</latexit><latexit sha1_base64="WHaEfGlu8gzIbmRFj9qMwot2fnc=">AAAB+nicbVBNS8NAEJ34WetXqkcvi0Wol5KIoMeiF48V7Ae0MWy2m3bpZhN2N0qJ+SlePCji1V/izX/jts1BWx8MPN6bYWZekHCmtON8Wyura+sbm6Wt8vbO7t6+XTloqziVhLZIzGPZDbCinAna0kxz2k0kxVHAaScYX0/9zgOVisXiTk8S6kV4KFjICNZG8u3KyM/6lHM/Qfl9VnNPc9+uOnVnBrRM3IJUoUDTt7/6g5ikERWacKxUz3US7WVYakY4zcv9VNEEkzEe0p6hAkdUedns9BydGGWAwliaEhrN1N8TGY6UmkSB6YywHqlFbyr+5/VSHV56GRNJqqkg80VhypGO0TQHNGCSEs0nhmAimbkVkRGWmGiTVtmE4C6+vEzaZ3XXqbu359XGVRFHCY7gGGrgwgU04Aaa0AICj/AMr/BmPVkv1rv1MW9dsYqZQ/gD6/MHc6WTdA==</latexit><latexit sha1_base64="WHaEfGlu8gzIbmRFj9qMwot2fnc=">AAAB+nicbVBNS8NAEJ34WetXqkcvi0Wol5KIoMeiF48V7Ae0MWy2m3bpZhN2N0qJ+SlePCji1V/izX/jts1BWx8MPN6bYWZekHCmtON8Wyura+sbm6Wt8vbO7t6+XTloqziVhLZIzGPZDbCinAna0kxz2k0kxVHAaScYX0/9zgOVisXiTk8S6kV4KFjICNZG8u3KyM/6lHM/Qfl9VnNPc9+uOnVnBrRM3IJUoUDTt7/6g5ikERWacKxUz3US7WVYakY4zcv9VNEEkzEe0p6hAkdUedns9BydGGWAwliaEhrN1N8TGY6UmkSB6YywHqlFbyr+5/VSHV56GRNJqqkg80VhypGO0TQHNGCSEs0nhmAimbkVkRGWmGiTVtmE4C6+vEzaZ3XXqbu359XGVRFHCY7gGGrgwgU04Aaa0AICj/AMr/BmPVkv1rv1MW9dsYqZQ/gD6/MHc6WTdA==</latexit><latexit sha1_base64="WHaEfGlu8gzIbmRFj9qMwot2fnc=">AAAB+nicbVBNS8NAEJ34WetXqkcvi0Wol5KIoMeiF48V7Ae0MWy2m3bpZhN2N0qJ+SlePCji1V/izX/jts1BWx8MPN6bYWZekHCmtON8Wyura+sbm6Wt8vbO7t6+XTloqziVhLZIzGPZDbCinAna0kxz2k0kxVHAaScYX0/9zgOVisXiTk8S6kV4KFjICNZG8u3KyM/6lHM/Qfl9VnNPc9+uOnVnBrRM3IJUoUDTt7/6g5ikERWacKxUz3US7WVYakY4zcv9VNEEkzEe0p6hAkdUedns9BydGGWAwliaEhrN1N8TGY6UmkSB6YywHqlFbyr+5/VSHV56GRNJqqkg80VhypGO0TQHNGCSEs0nhmAimbkVkRGWmGiTVtmE4C6+vEzaZ3XXqbu359XGVRFHCY7gGGrgwgU04Aaa0AICj/AMr/BmPVkv1rv1MW9dsYqZQ/gD6/MHc6WTdA==</latexit>

h(2)
`p

<latexit sha1_base64="mmQy8hRCu5F350lnqX7vL41QSAg=">AAAB+nicbVBNS8NAEJ3Ur1q/Uj16WSxCvZSkCHosevFYwX5AG8Nmu22XbjZhd6OUmJ/ixYMiXv0l3vw3btsctPXBwOO9GWbmBTFnSjvOt1VYW9/Y3Cpul3Z29/YP7PJhW0WJJLRFIh7JboAV5UzQlmaa024sKQ4DTjvB5Hrmdx6oVCwSd3oaUy/EI8GGjGBtJN8uj/20Tzn3Y5Tdp9X6WebbFafmzIFWiZuTCuRo+vZXfxCRJKRCE46V6rlOrL0US80Ip1mpnygaYzLBI9ozVOCQKi+dn56hU6MM0DCSpoRGc/X3RIpDpaZhYDpDrMdq2ZuJ/3m9RA8vvZSJONFUkMWiYcKRjtAsBzRgkhLNp4ZgIpm5FZExlphok1bJhOAuv7xK2vWa69Tc2/NK4yqPowjHcAJVcOECGnADTWgBgUd4hld4s56sF+vd+li0Fqx85gj+wPr8AXUrk3U=</latexit><latexit sha1_base64="mmQy8hRCu5F350lnqX7vL41QSAg=">AAAB+nicbVBNS8NAEJ3Ur1q/Uj16WSxCvZSkCHosevFYwX5AG8Nmu22XbjZhd6OUmJ/ixYMiXv0l3vw3btsctPXBwOO9GWbmBTFnSjvOt1VYW9/Y3Cpul3Z29/YP7PJhW0WJJLRFIh7JboAV5UzQlmaa024sKQ4DTjvB5Hrmdx6oVCwSd3oaUy/EI8GGjGBtJN8uj/20Tzn3Y5Tdp9X6WebbFafmzIFWiZuTCuRo+vZXfxCRJKRCE46V6rlOrL0US80Ip1mpnygaYzLBI9ozVOCQKi+dn56hU6MM0DCSpoRGc/X3RIpDpaZhYDpDrMdq2ZuJ/3m9RA8vvZSJONFUkMWiYcKRjtAsBzRgkhLNp4ZgIpm5FZExlphok1bJhOAuv7xK2vWa69Tc2/NK4yqPowjHcAJVcOECGnADTWgBgUd4hld4s56sF+vd+li0Fqx85gj+wPr8AXUrk3U=</latexit><latexit sha1_base64="mmQy8hRCu5F350lnqX7vL41QSAg=">AAAB+nicbVBNS8NAEJ3Ur1q/Uj16WSxCvZSkCHosevFYwX5AG8Nmu22XbjZhd6OUmJ/ixYMiXv0l3vw3btsctPXBwOO9GWbmBTFnSjvOt1VYW9/Y3Cpul3Z29/YP7PJhW0WJJLRFIh7JboAV5UzQlmaa024sKQ4DTjvB5Hrmdx6oVCwSd3oaUy/EI8GGjGBtJN8uj/20Tzn3Y5Tdp9X6WebbFafmzIFWiZuTCuRo+vZXfxCRJKRCE46V6rlOrL0US80Ip1mpnygaYzLBI9ozVOCQKi+dn56hU6MM0DCSpoRGc/X3RIpDpaZhYDpDrMdq2ZuJ/3m9RA8vvZSJONFUkMWiYcKRjtAsBzRgkhLNp4ZgIpm5FZExlphok1bJhOAuv7xK2vWa69Tc2/NK4yqPowjHcAJVcOECGnADTWgBgUd4hld4s56sF+vd+li0Fqx85gj+wPr8AXUrk3U=</latexit><latexit sha1_base64="mmQy8hRCu5F350lnqX7vL41QSAg=">AAAB+nicbVBNS8NAEJ3Ur1q/Uj16WSxCvZSkCHosevFYwX5AG8Nmu22XbjZhd6OUmJ/ixYMiXv0l3vw3btsctPXBwOO9GWbmBTFnSjvOt1VYW9/Y3Cpul3Z29/YP7PJhW0WJJLRFIh7JboAV5UzQlmaa024sKQ4DTjvB5Hrmdx6oVCwSd3oaUy/EI8GGjGBtJN8uj/20Tzn3Y5Tdp9X6WebbFafmzIFWiZuTCuRo+vZXfxCRJKRCE46V6rlOrL0US80Ip1mpnygaYzLBI9ozVOCQKi+dn56hU6MM0DCSpoRGc/X3RIpDpaZhYDpDrMdq2ZuJ/3m9RA8vvZSJONFUkMWiYcKRjtAsBzRgkhLNp4ZgIpm5FZExlphok1bJhOAuv7xK2vWa69Tc2/NK4yqPowjHcAJVcOECGnADTWgBgUd4hld4s56sF+vd+li0Fqx85gj+wPr8AXUrk3U=</latexit>

h(n)
`p

<latexit sha1_base64="VO648wjTG6C52BZwG5c5ATngWpI=">AAAB+nicbVBNS8NAEJ34WetXqkcvi0Wol5KIoMeiF48V7Ae0MWy2m3bpZhN2N0qJ+SlePCji1V/izX/jts1BWx8MPN6bYWZekHCmtON8Wyura+sbm6Wt8vbO7t6+XTloqziVhLZIzGPZDbCinAna0kxz2k0kxVHAaScYX0/9zgOVisXiTk8S6kV4KFjICNZG8u3KyM/6lHM/Qfl9VhOnuW9XnbozA1ombkGqUKDp21/9QUzSiApNOFaq5zqJ9jIsNSOc5uV+qmiCyRgPac9QgSOqvGx2eo5OjDJAYSxNCY1m6u+JDEdKTaLAdEZYj9SiNxX/83qpDi+9jIkk1VSQ+aIw5UjHaJoDGjBJieYTQzCRzNyKyAhLTLRJq2xCcBdfXibts7rr1N3b82rjqoijBEdwDDVw4QIacANNaAGBR3iGV3iznqwX6936mLeuWMXMIfyB9fkD0JOTsQ==</latexit><latexit sha1_base64="VO648wjTG6C52BZwG5c5ATngWpI=">AAAB+nicbVBNS8NAEJ34WetXqkcvi0Wol5KIoMeiF48V7Ae0MWy2m3bpZhN2N0qJ+SlePCji1V/izX/jts1BWx8MPN6bYWZekHCmtON8Wyura+sbm6Wt8vbO7t6+XTloqziVhLZIzGPZDbCinAna0kxz2k0kxVHAaScYX0/9zgOVisXiTk8S6kV4KFjICNZG8u3KyM/6lHM/Qfl9VhOnuW9XnbozA1ombkGqUKDp21/9QUzSiApNOFaq5zqJ9jIsNSOc5uV+qmiCyRgPac9QgSOqvGx2eo5OjDJAYSxNCY1m6u+JDEdKTaLAdEZYj9SiNxX/83qpDi+9jIkk1VSQ+aIw5UjHaJoDGjBJieYTQzCRzNyKyAhLTLRJq2xCcBdfXibts7rr1N3b82rjqoijBEdwDDVw4QIacANNaAGBR3iGV3iznqwX6936mLeuWMXMIfyB9fkD0JOTsQ==</latexit><latexit sha1_base64="VO648wjTG6C52BZwG5c5ATngWpI=">AAAB+nicbVBNS8NAEJ34WetXqkcvi0Wol5KIoMeiF48V7Ae0MWy2m3bpZhN2N0qJ+SlePCji1V/izX/jts1BWx8MPN6bYWZekHCmtON8Wyura+sbm6Wt8vbO7t6+XTloqziVhLZIzGPZDbCinAna0kxz2k0kxVHAaScYX0/9zgOVisXiTk8S6kV4KFjICNZG8u3KyM/6lHM/Qfl9VhOnuW9XnbozA1ombkGqUKDp21/9QUzSiApNOFaq5zqJ9jIsNSOc5uV+qmiCyRgPac9QgSOqvGx2eo5OjDJAYSxNCY1m6u+JDEdKTaLAdEZYj9SiNxX/83qpDi+9jIkk1VSQ+aIw5UjHaJoDGjBJieYTQzCRzNyKyAhLTLRJq2xCcBdfXibts7rr1N3b82rjqoijBEdwDDVw4QIacANNaAGBR3iGV3iznqwX6936mLeuWMXMIfyB9fkD0JOTsQ==</latexit>

h(2)
`p+1

<latexit sha1_base64="M272PMUn8uchyxZ21EAAofmx2sE=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSxCRShJEXRZdOOygn1AG8NketMOnUzCzESoIfgrblwo4tb/cOffOH0stHrgwuGce7n3niDhTGnH+bIKS8srq2vF9dLG5tb2jr2711JxKik0acxj2QmIAs4ENDXTHDqJBBIFHNrB6Grit+9BKhaLWz1OwIvIQLCQUaKN5NsHQz/rAed+gk9dnN9lldpJ7ttlp+pMgf8Sd07KaI6Gb3/2+jFNIxCacqJU13US7WVEakY55KVeqiAhdEQG0DVUkAiUl02vz/GxUfo4jKUpofFU/TmRkUipcRSYzojooVr0JuJ/XjfV4YWXMZGkGgSdLQpTjnWMJ1HgPpNANR8bQqhk5lZMh0QSqk1gJROCu/jyX9KqVV2n6t6cleuX8ziK6BAdoQpy0Tmqo2vUQE1E0QN6Qi/o1Xq0nq03633WWrDmM/voF6yPb6/ilA8=</latexit><latexit sha1_base64="M272PMUn8uchyxZ21EAAofmx2sE=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSxCRShJEXRZdOOygn1AG8NketMOnUzCzESoIfgrblwo4tb/cOffOH0stHrgwuGce7n3niDhTGnH+bIKS8srq2vF9dLG5tb2jr2711JxKik0acxj2QmIAs4ENDXTHDqJBBIFHNrB6Grit+9BKhaLWz1OwIvIQLCQUaKN5NsHQz/rAed+gk9dnN9lldpJ7ttlp+pMgf8Sd07KaI6Gb3/2+jFNIxCacqJU13US7WVEakY55KVeqiAhdEQG0DVUkAiUl02vz/GxUfo4jKUpofFU/TmRkUipcRSYzojooVr0JuJ/XjfV4YWXMZGkGgSdLQpTjnWMJ1HgPpNANR8bQqhk5lZMh0QSqk1gJROCu/jyX9KqVV2n6t6cleuX8ziK6BAdoQpy0Tmqo2vUQE1E0QN6Qi/o1Xq0nq03633WWrDmM/voF6yPb6/ilA8=</latexit><latexit sha1_base64="M272PMUn8uchyxZ21EAAofmx2sE=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSxCRShJEXRZdOOygn1AG8NketMOnUzCzESoIfgrblwo4tb/cOffOH0stHrgwuGce7n3niDhTGnH+bIKS8srq2vF9dLG5tb2jr2711JxKik0acxj2QmIAs4ENDXTHDqJBBIFHNrB6Grit+9BKhaLWz1OwIvIQLCQUaKN5NsHQz/rAed+gk9dnN9lldpJ7ttlp+pMgf8Sd07KaI6Gb3/2+jFNIxCacqJU13US7WVEakY55KVeqiAhdEQG0DVUkAiUl02vz/GxUfo4jKUpofFU/TmRkUipcRSYzojooVr0JuJ/XjfV4YWXMZGkGgSdLQpTjnWMJ1HgPpNANR8bQqhk5lZMh0QSqk1gJROCu/jyX9KqVV2n6t6cleuX8ziK6BAdoQpy0Tmqo2vUQE1E0QN6Qi/o1Xq0nq03633WWrDmM/voF6yPb6/ilA8=</latexit><latexit sha1_base64="M272PMUn8uchyxZ21EAAofmx2sE=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSxCRShJEXRZdOOygn1AG8NketMOnUzCzESoIfgrblwo4tb/cOffOH0stHrgwuGce7n3niDhTGnH+bIKS8srq2vF9dLG5tb2jr2711JxKik0acxj2QmIAs4ENDXTHDqJBBIFHNrB6Grit+9BKhaLWz1OwIvIQLCQUaKN5NsHQz/rAed+gk9dnN9lldpJ7ttlp+pMgf8Sd07KaI6Gb3/2+jFNIxCacqJU13US7WVEakY55KVeqiAhdEQG0DVUkAiUl02vz/GxUfo4jKUpofFU/TmRkUipcRSYzojooVr0JuJ/XjfV4YWXMZGkGgSdLQpTjnWMJ1HgPpNANR8bQqhk5lZMh0QSqk1gJROCu/jyX9KqVV2n6t6cleuX8ziK6BAdoQpy0Tmqo2vUQE1E0QN6Qi/o1Xq0nq03633WWrDmM/voF6yPb6/ilA8=</latexit>

h(1)
`p+1

<latexit sha1_base64="QCQ1LiKPcJvlKIanqUikpYE+w1I=">AAAB/XicbVDJSgNBEO2JW4zbuNy8NAYhIoRpEfQY9OIxglkgGYeeTk3SpGehu0eIw+CvePGgiFf/w5t/Y2c5aOKDgsd7VVTV8xPBlXacb6uwtLyyulZcL21sbm3v2Lt7TRWnkkGDxSKWbZ8qEDyChuZaQDuRQENfQMsfXo/91gNIxePoTo8ScEPaj3jAGdVG8uyDgZd1QQgvwacE5/dZhZzknl12qs4EeJGQGSmjGeqe/dXtxSwNIdJMUKU6xEm0m1GpOROQl7qpgoSyIe1Dx9CIhqDcbHJ9jo+N0sNBLE1FGk/U3xMZDZUahb7pDKkeqHlvLP7ndVIdXLoZj5JUQ8Smi4JUYB3jcRS4xyUwLUaGUCa5uRWzAZWUaRNYyYRA5l9eJM2zKnGq5Pa8XLuaxVFEh+gIVRBBF6iGblAdNRBDj+gZvaI368l6sd6tj2lrwZrN7KM/sD5/AK5clA4=</latexit><latexit sha1_base64="QCQ1LiKPcJvlKIanqUikpYE+w1I=">AAAB/XicbVDJSgNBEO2JW4zbuNy8NAYhIoRpEfQY9OIxglkgGYeeTk3SpGehu0eIw+CvePGgiFf/w5t/Y2c5aOKDgsd7VVTV8xPBlXacb6uwtLyyulZcL21sbm3v2Lt7TRWnkkGDxSKWbZ8qEDyChuZaQDuRQENfQMsfXo/91gNIxePoTo8ScEPaj3jAGdVG8uyDgZd1QQgvwacE5/dZhZzknl12qs4EeJGQGSmjGeqe/dXtxSwNIdJMUKU6xEm0m1GpOROQl7qpgoSyIe1Dx9CIhqDcbHJ9jo+N0sNBLE1FGk/U3xMZDZUahb7pDKkeqHlvLP7ndVIdXLoZj5JUQ8Smi4JUYB3jcRS4xyUwLUaGUCa5uRWzAZWUaRNYyYRA5l9eJM2zKnGq5Pa8XLuaxVFEh+gIVRBBF6iGblAdNRBDj+gZvaI368l6sd6tj2lrwZrN7KM/sD5/AK5clA4=</latexit><latexit sha1_base64="QCQ1LiKPcJvlKIanqUikpYE+w1I=">AAAB/XicbVDJSgNBEO2JW4zbuNy8NAYhIoRpEfQY9OIxglkgGYeeTk3SpGehu0eIw+CvePGgiFf/w5t/Y2c5aOKDgsd7VVTV8xPBlXacb6uwtLyyulZcL21sbm3v2Lt7TRWnkkGDxSKWbZ8qEDyChuZaQDuRQENfQMsfXo/91gNIxePoTo8ScEPaj3jAGdVG8uyDgZd1QQgvwacE5/dZhZzknl12qs4EeJGQGSmjGeqe/dXtxSwNIdJMUKU6xEm0m1GpOROQl7qpgoSyIe1Dx9CIhqDcbHJ9jo+N0sNBLE1FGk/U3xMZDZUahb7pDKkeqHlvLP7ndVIdXLoZj5JUQ8Smi4JUYB3jcRS4xyUwLUaGUCa5uRWzAZWUaRNYyYRA5l9eJM2zKnGq5Pa8XLuaxVFEh+gIVRBBF6iGblAdNRBDj+gZvaI368l6sd6tj2lrwZrN7KM/sD5/AK5clA4=</latexit><latexit sha1_base64="QCQ1LiKPcJvlKIanqUikpYE+w1I=">AAAB/XicbVDJSgNBEO2JW4zbuNy8NAYhIoRpEfQY9OIxglkgGYeeTk3SpGehu0eIw+CvePGgiFf/w5t/Y2c5aOKDgsd7VVTV8xPBlXacb6uwtLyyulZcL21sbm3v2Lt7TRWnkkGDxSKWbZ8qEDyChuZaQDuRQENfQMsfXo/91gNIxePoTo8ScEPaj3jAGdVG8uyDgZd1QQgvwacE5/dZhZzknl12qs4EeJGQGSmjGeqe/dXtxSwNIdJMUKU6xEm0m1GpOROQl7qpgoSyIe1Dx9CIhqDcbHJ9jo+N0sNBLE1FGk/U3xMZDZUahb7pDKkeqHlvLP7ndVIdXLoZj5JUQ8Smi4JUYB3jcRS4xyUwLUaGUCa5uRWzAZWUaRNYyYRA5l9eJM2zKnGq5Pa8XLuaxVFEh+gIVRBBF6iGblAdNRBDj+gZvaI368l6sd6tj2lrwZrN7KM/sD5/AK5clA4=</latexit>

h(n)
`p+1

<latexit sha1_base64="Dk0R3QmhX7JVStWtJkeHCJzcG+I=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSxCRSiJCLosunFZwT6gjWEyvWmHTiZhZiLUEPwVNy4Ucet/uPNvnD4W2nrgwuGce7n3niDhTGnH+bYKS8srq2vF9dLG5tb2jr2711RxKik0aMxj2Q6IAs4ENDTTHNqJBBIFHFrB8Hrstx5AKhaLOz1KwItIX7CQUaKN5NsHAz/rAud+gk9dnN9nFXGS+3bZqToT4EXizkgZzVD37a9uL6ZpBEJTTpTquE6ivYxIzSiHvNRNFSSEDkkfOoYKEoHyssn1OT42Sg+HsTQlNJ6ovycyEik1igLTGRE9UPPeWPzP66Q6vPQyJpJUg6DTRWHKsY7xOArcYxKo5iNDCJXM3IrpgEhCtQmsZEJw519eJM2zqutU3dvzcu1qFkcRHaIjVEEuukA1dIPqqIEoekTP6BW9WU/Wi/VufUxbC9ZsZh/9gfX5AwtZlEs=</latexit><latexit sha1_base64="Dk0R3QmhX7JVStWtJkeHCJzcG+I=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSxCRSiJCLosunFZwT6gjWEyvWmHTiZhZiLUEPwVNy4Ucet/uPNvnD4W2nrgwuGce7n3niDhTGnH+bYKS8srq2vF9dLG5tb2jr2711RxKik0aMxj2Q6IAs4ENDTTHNqJBBIFHFrB8Hrstx5AKhaLOz1KwItIX7CQUaKN5NsHAz/rAud+gk9dnN9nFXGS+3bZqToT4EXizkgZzVD37a9uL6ZpBEJTTpTquE6ivYxIzSiHvNRNFSSEDkkfOoYKEoHyssn1OT42Sg+HsTQlNJ6ovycyEik1igLTGRE9UPPeWPzP66Q6vPQyJpJUg6DTRWHKsY7xOArcYxKo5iNDCJXM3IrpgEhCtQmsZEJw519eJM2zqutU3dvzcu1qFkcRHaIjVEEuukA1dIPqqIEoekTP6BW9WU/Wi/VufUxbC9ZsZh/9gfX5AwtZlEs=</latexit><latexit sha1_base64="Dk0R3QmhX7JVStWtJkeHCJzcG+I=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSxCRSiJCLosunFZwT6gjWEyvWmHTiZhZiLUEPwVNy4Ucet/uPNvnD4W2nrgwuGce7n3niDhTGnH+bYKS8srq2vF9dLG5tb2jr2711RxKik0aMxj2Q6IAs4ENDTTHNqJBBIFHFrB8Hrstx5AKhaLOz1KwItIX7CQUaKN5NsHAz/rAud+gk9dnN9nFXGS+3bZqToT4EXizkgZzVD37a9uL6ZpBEJTTpTquE6ivYxIzSiHvNRNFSSEDkkfOoYKEoHyssn1OT42Sg+HsTQlNJ6ovycyEik1igLTGRE9UPPeWPzP66Q6vPQyJpJUg6DTRWHKsY7xOArcYxKo5iNDCJXM3IrpgEhCtQmsZEJw519eJM2zqutU3dvzcu1qFkcRHaIjVEEuukA1dIPqqIEoekTP6BW9WU/Wi/VufUxbC9ZsZh/9gfX5AwtZlEs=</latexit><latexit sha1_base64="Dk0R3QmhX7JVStWtJkeHCJzcG+I=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSxCRSiJCLosunFZwT6gjWEyvWmHTiZhZiLUEPwVNy4Ucet/uPNvnD4W2nrgwuGce7n3niDhTGnH+bYKS8srq2vF9dLG5tb2jr2711RxKik0aMxj2Q6IAs4ENDTTHNqJBBIFHFrB8Hrstx5AKhaLOz1KwItIX7CQUaKN5NsHAz/rAud+gk9dnN9nFXGS+3bZqToT4EXizkgZzVD37a9uL6ZpBEJTTpTquE6ivYxIzSiHvNRNFSSEDkkfOoYKEoHyssn1OT42Sg+HsTQlNJ6ovycyEik1igLTGRE9UPPeWPzP66Q6vPQyJpJUg6DTRWHKsY7xOArcYxKo5iNDCJXM3IrpgEhCtQmsZEJw519eJM2zqutU3dvzcu1qFkcRHaIjVEEuukA1dIPqqIEoekTP6BW9WU/Wi/VufUxbC9ZsZh/9gfX5AwtZlEs=</latexit>

h(n)
`p+`x

<latexit sha1_base64="9xW33q2p7obxDqu9F0Oqe65hOCY=">AAACA3icbZDLSsNAFIYnXmu9Rd3pZrAIFaEkIuiy6MZlBXuBNobJ9LQdOpmEmYlYQsCNr+LGhSJufQl3vo3TtAtt/WHg4z/ncOb8QcyZ0o7zbS0sLi2vrBbWiusbm1vb9s5uQ0WJpFCnEY9kKyAKOBNQ10xzaMUSSBhwaAbDq3G9eQ9SsUjc6lEMXkj6gvUYJdpYvr0/8NMOcO7H+ATn8ICzu7QsjjPfLjkVJxeeB3cKJTRVzbe/Ot2IJiEITTlRqu06sfZSIjWjHLJiJ1EQEzokfWgbFCQE5aX5DRk+Mk4X9yJpntA4d39PpCRUahQGpjMkeqBma2Pzv1o70b0LL2UiTjQIOlnUSzjWER4HgrtMAtV8ZIBQycxfMR0QSag2sRVNCO7syfPQOK24TsW9OStVL6dxFNABOkRl5KJzVEXXqIbqiKJH9Ixe0Zv1ZL1Y79bHpHXBms7soT+yPn8As/aW5g==</latexit><latexit sha1_base64="9xW33q2p7obxDqu9F0Oqe65hOCY=">AAACA3icbZDLSsNAFIYnXmu9Rd3pZrAIFaEkIuiy6MZlBXuBNobJ9LQdOpmEmYlYQsCNr+LGhSJufQl3vo3TtAtt/WHg4z/ncOb8QcyZ0o7zbS0sLi2vrBbWiusbm1vb9s5uQ0WJpFCnEY9kKyAKOBNQ10xzaMUSSBhwaAbDq3G9eQ9SsUjc6lEMXkj6gvUYJdpYvr0/8NMOcO7H+ATn8ICzu7QsjjPfLjkVJxeeB3cKJTRVzbe/Ot2IJiEITTlRqu06sfZSIjWjHLJiJ1EQEzokfWgbFCQE5aX5DRk+Mk4X9yJpntA4d39PpCRUahQGpjMkeqBma2Pzv1o70b0LL2UiTjQIOlnUSzjWER4HgrtMAtV8ZIBQycxfMR0QSag2sRVNCO7syfPQOK24TsW9OStVL6dxFNABOkRl5KJzVEXXqIbqiKJH9Ixe0Zv1ZL1Y79bHpHXBms7soT+yPn8As/aW5g==</latexit><latexit sha1_base64="9xW33q2p7obxDqu9F0Oqe65hOCY=">AAACA3icbZDLSsNAFIYnXmu9Rd3pZrAIFaEkIuiy6MZlBXuBNobJ9LQdOpmEmYlYQsCNr+LGhSJufQl3vo3TtAtt/WHg4z/ncOb8QcyZ0o7zbS0sLi2vrBbWiusbm1vb9s5uQ0WJpFCnEY9kKyAKOBNQ10xzaMUSSBhwaAbDq3G9eQ9SsUjc6lEMXkj6gvUYJdpYvr0/8NMOcO7H+ATn8ICzu7QsjjPfLjkVJxeeB3cKJTRVzbe/Ot2IJiEITTlRqu06sfZSIjWjHLJiJ1EQEzokfWgbFCQE5aX5DRk+Mk4X9yJpntA4d39PpCRUahQGpjMkeqBma2Pzv1o70b0LL2UiTjQIOlnUSzjWER4HgrtMAtV8ZIBQycxfMR0QSag2sRVNCO7syfPQOK24TsW9OStVL6dxFNABOkRl5KJzVEXXqIbqiKJH9Ixe0Zv1ZL1Y79bHpHXBms7soT+yPn8As/aW5g==</latexit><latexit sha1_base64="9xW33q2p7obxDqu9F0Oqe65hOCY=">AAACA3icbZDLSsNAFIYnXmu9Rd3pZrAIFaEkIuiy6MZlBXuBNobJ9LQdOpmEmYlYQsCNr+LGhSJufQl3vo3TtAtt/WHg4z/ncOb8QcyZ0o7zbS0sLi2vrBbWiusbm1vb9s5uQ0WJpFCnEY9kKyAKOBNQ10xzaMUSSBhwaAbDq3G9eQ9SsUjc6lEMXkj6gvUYJdpYvr0/8NMOcO7H+ATn8ICzu7QsjjPfLjkVJxeeB3cKJTRVzbe/Ot2IJiEITTlRqu06sfZSIjWjHLJiJ1EQEzokfWgbFCQE5aX5DRk+Mk4X9yJpntA4d39PpCRUahQGpjMkeqBma2Pzv1o70b0LL2UiTjQIOlnUSzjWER4HgrtMAtV8ZIBQycxfMR0QSag2sRVNCO7syfPQOK24TsW9OStVL6dxFNABOkRl5KJzVEXXqIbqiKJH9Ixe0Zv1ZL1Y79bHpHXBms7soT+yPn8As/aW5g==</latexit>

h(1)
`p+`x

<latexit sha1_base64="lis5ytGctUgUrvegg+5BImWmodw=">AAACA3icbZDLSsNAFIZPvNZ6i7rTzWARKkJJRNBl0Y3LCvYCbQyT6aQdOrkwMxFLCLjxVdy4UMStL+HOt3GaZqGtPwx8/OcczpzfizmTyrK+jYXFpeWV1dJaeX1jc2vb3NltySgRhDZJxCPR8bCknIW0qZjitBMLigOP07Y3uprU2/dUSBaFt2ocUyfAg5D5jGClLdfcH7ppj3LuxugE5fCAsru0ah9nrlmxalYuNA92ARUo1HDNr14/IklAQ0U4lrJrW7FyUiwUI5xm5V4iaYzJCA9oV2OIAyqdNL8hQ0fa6SM/EvqFCuXu74kUB1KOA093BlgN5WxtYv5X6ybKv3BSFsaJoiGZLvITjlSEJoGgPhOUKD7WgIlg+q+IDLHAROnYyjoEe/bkeWid1myrZt+cVeqXRRwlOIBDqIIN51CHa2hAEwg8wjO8wpvxZLwY78bHtHXBKGb24I+Mzx9XCJap</latexit><latexit sha1_base64="lis5ytGctUgUrvegg+5BImWmodw=">AAACA3icbZDLSsNAFIZPvNZ6i7rTzWARKkJJRNBl0Y3LCvYCbQyT6aQdOrkwMxFLCLjxVdy4UMStL+HOt3GaZqGtPwx8/OcczpzfizmTyrK+jYXFpeWV1dJaeX1jc2vb3NltySgRhDZJxCPR8bCknIW0qZjitBMLigOP07Y3uprU2/dUSBaFt2ocUyfAg5D5jGClLdfcH7ppj3LuxugE5fCAsru0ah9nrlmxalYuNA92ARUo1HDNr14/IklAQ0U4lrJrW7FyUiwUI5xm5V4iaYzJCA9oV2OIAyqdNL8hQ0fa6SM/EvqFCuXu74kUB1KOA093BlgN5WxtYv5X6ybKv3BSFsaJoiGZLvITjlSEJoGgPhOUKD7WgIlg+q+IDLHAROnYyjoEe/bkeWid1myrZt+cVeqXRRwlOIBDqIIN51CHa2hAEwg8wjO8wpvxZLwY78bHtHXBKGb24I+Mzx9XCJap</latexit><latexit sha1_base64="lis5ytGctUgUrvegg+5BImWmodw=">AAACA3icbZDLSsNAFIZPvNZ6i7rTzWARKkJJRNBl0Y3LCvYCbQyT6aQdOrkwMxFLCLjxVdy4UMStL+HOt3GaZqGtPwx8/OcczpzfizmTyrK+jYXFpeWV1dJaeX1jc2vb3NltySgRhDZJxCPR8bCknIW0qZjitBMLigOP07Y3uprU2/dUSBaFt2ocUyfAg5D5jGClLdfcH7ppj3LuxugE5fCAsru0ah9nrlmxalYuNA92ARUo1HDNr14/IklAQ0U4lrJrW7FyUiwUI5xm5V4iaYzJCA9oV2OIAyqdNL8hQ0fa6SM/EvqFCuXu74kUB1KOA093BlgN5WxtYv5X6ybKv3BSFsaJoiGZLvITjlSEJoGgPhOUKD7WgIlg+q+IDLHAROnYyjoEe/bkeWid1myrZt+cVeqXRRwlOIBDqIIN51CHa2hAEwg8wjO8wpvxZLwY78bHtHXBKGb24I+Mzx9XCJap</latexit><latexit sha1_base64="lis5ytGctUgUrvegg+5BImWmodw=">AAACA3icbZDLSsNAFIZPvNZ6i7rTzWARKkJJRNBl0Y3LCvYCbQyT6aQdOrkwMxFLCLjxVdy4UMStL+HOt3GaZqGtPwx8/OcczpzfizmTyrK+jYXFpeWV1dJaeX1jc2vb3NltySgRhDZJxCPR8bCknIW0qZjitBMLigOP07Y3uprU2/dUSBaFt2ocUyfAg5D5jGClLdfcH7ppj3LuxugE5fCAsru0ah9nrlmxalYuNA92ARUo1HDNr14/IklAQ0U4lrJrW7FyUiwUI5xm5V4iaYzJCA9oV2OIAyqdNL8hQ0fa6SM/EvqFCuXu74kUB1KOA093BlgN5WxtYv5X6ybKv3BSFsaJoiGZLvITjlSEJoGgPhOUKD7WgIlg+q+IDLHAROnYyjoEe/bkeWid1myrZt+cVeqXRRwlOIBDqIIN51CHa2hAEwg8wjO8wpvxZLwY78bHtHXBKGb24I+Mzx9XCJap</latexit>

h(2)
`p+`x

<latexit sha1_base64="md2jyn6Iv7lIGTEny4c25Gb3FFA=">AAACA3icbZDLSsNAFIYn9VbrLepON4NFqAglKYIui25cVrAXaGOYTE/aoZMLMxOxhIAbX8WNC0Xc+hLufBunaRfa+sPAx3/O4cz5vZgzqSzr2ygsLa+srhXXSxubW9s75u5eS0aJoNCkEY9ExyMSOAuhqZji0IkFkMDj0PZGV5N6+x6EZFF4q8YxOAEZhMxnlChtuebB0E17wLkb41OcwwPO7tJK7SRzzbJVtXLhRbBnUEYzNVzzq9ePaBJAqCgnUnZtK1ZOSoRilENW6iUSYkJHZABdjSEJQDppfkOGj7XTx34k9AsVzt3fEykJpBwHnu4MiBrK+drE/K/WTZR/4aQsjBMFIZ0u8hOOVYQngeA+E0AVH2sgVDD9V0yHRBCqdGwlHYI9f/IitGpV26raN2fl+uUsjiI6REeogmx0juroGjVQE1H0iJ7RK3oznowX4934mLYWjNnMPvoj4/MHWI6Wqg==</latexit><latexit sha1_base64="md2jyn6Iv7lIGTEny4c25Gb3FFA=">AAACA3icbZDLSsNAFIYn9VbrLepON4NFqAglKYIui25cVrAXaGOYTE/aoZMLMxOxhIAbX8WNC0Xc+hLufBunaRfa+sPAx3/O4cz5vZgzqSzr2ygsLa+srhXXSxubW9s75u5eS0aJoNCkEY9ExyMSOAuhqZji0IkFkMDj0PZGV5N6+x6EZFF4q8YxOAEZhMxnlChtuebB0E17wLkb41OcwwPO7tJK7SRzzbJVtXLhRbBnUEYzNVzzq9ePaBJAqCgnUnZtK1ZOSoRilENW6iUSYkJHZABdjSEJQDppfkOGj7XTx34k9AsVzt3fEykJpBwHnu4MiBrK+drE/K/WTZR/4aQsjBMFIZ0u8hOOVYQngeA+E0AVH2sgVDD9V0yHRBCqdGwlHYI9f/IitGpV26raN2fl+uUsjiI6REeogmx0juroGjVQE1H0iJ7RK3oznowX4934mLYWjNnMPvoj4/MHWI6Wqg==</latexit><latexit sha1_base64="md2jyn6Iv7lIGTEny4c25Gb3FFA=">AAACA3icbZDLSsNAFIYn9VbrLepON4NFqAglKYIui25cVrAXaGOYTE/aoZMLMxOxhIAbX8WNC0Xc+hLufBunaRfa+sPAx3/O4cz5vZgzqSzr2ygsLa+srhXXSxubW9s75u5eS0aJoNCkEY9ExyMSOAuhqZji0IkFkMDj0PZGV5N6+x6EZFF4q8YxOAEZhMxnlChtuebB0E17wLkb41OcwwPO7tJK7SRzzbJVtXLhRbBnUEYzNVzzq9ePaBJAqCgnUnZtK1ZOSoRilENW6iUSYkJHZABdjSEJQDppfkOGj7XTx34k9AsVzt3fEykJpBwHnu4MiBrK+drE/K/WTZR/4aQsjBMFIZ0u8hOOVYQngeA+E0AVH2sgVDD9V0yHRBCqdGwlHYI9f/IitGpV26raN2fl+uUsjiI6REeogmx0juroGjVQE1H0iJ7RK3oznowX4934mLYWjNnMPvoj4/MHWI6Wqg==</latexit><latexit sha1_base64="md2jyn6Iv7lIGTEny4c25Gb3FFA=">AAACA3icbZDLSsNAFIYn9VbrLepON4NFqAglKYIui25cVrAXaGOYTE/aoZMLMxOxhIAbX8WNC0Xc+hLufBunaRfa+sPAx3/O4cz5vZgzqSzr2ygsLa+srhXXSxubW9s75u5eS0aJoNCkEY9ExyMSOAuhqZji0IkFkMDj0PZGV5N6+x6EZFF4q8YxOAEZhMxnlChtuebB0E17wLkb41OcwwPO7tJK7SRzzbJVtXLhRbBnUEYzNVzzq9ePaBJAqCgnUnZtK1ZOSoRilENW6iUSYkJHZABdjSEJQDppfkOGj7XTx34k9AsVzt3fEykJpBwHnu4MiBrK+drE/K/WTZR/4aQsjBMFIZ0u8hOOVYQngeA+E0AVH2sgVDD9V0yHRBCqdGwlHYI9f/IitGpV26raN2fl+uUsjiI6REeogmx0juroGjVQE1H0iJ7RK3oznowX4934mLYWjNnMPvoj4/MHWI6Wqg==</latexit>

h(2)
`p+`x+1

<latexit sha1_base64="rozIsV9MFkNkUGaI4T6EKdjC3Kk=">AAACBnicbZDLSsNAFIYn9VbrLepShMEiVISSFEGXRTcuK9gLtDFMpift0MmFmYlYQlZufBU3LhRx6zO4822cpl1o6w8DH/85hzPn92LOpLKsb6OwtLyyulZcL21sbm3vmLt7LRklgkKTRjwSHY9I4CyEpmKKQycWQAKPQ9sbXU3q7XsQkkXhrRrH4ARkEDKfUaK05ZqHQzftAedujE9xDg8a7OwurdROMtcsW1UrF14EewZlNFPDNb96/YgmAYSKciJl17Zi5aREKEY5ZKVeIiEmdEQG0NUYkgCkk+ZnZPhYO33sR0K/UOHc/T2RkkDKceDpzoCooZyvTcz/at1E+RdOysI4URDS6SI/4VhFeJIJ7jMBVPGxBkIF03/FdEgEoUonV9Ih2PMnL0KrVrWtqn1zVq5fzuIoogN0hCrIRueojq5RAzURRY/oGb2iN+PJeDHejY9pa8GYzeyjPzI+fwCb+5dE</latexit><latexit sha1_base64="rozIsV9MFkNkUGaI4T6EKdjC3Kk=">AAACBnicbZDLSsNAFIYn9VbrLepShMEiVISSFEGXRTcuK9gLtDFMpift0MmFmYlYQlZufBU3LhRx6zO4822cpl1o6w8DH/85hzPn92LOpLKsb6OwtLyyulZcL21sbm3vmLt7LRklgkKTRjwSHY9I4CyEpmKKQycWQAKPQ9sbXU3q7XsQkkXhrRrH4ARkEDKfUaK05ZqHQzftAedujE9xDg8a7OwurdROMtcsW1UrF14EewZlNFPDNb96/YgmAYSKciJl17Zi5aREKEY5ZKVeIiEmdEQG0NUYkgCkk+ZnZPhYO33sR0K/UOHc/T2RkkDKceDpzoCooZyvTcz/at1E+RdOysI4URDS6SI/4VhFeJIJ7jMBVPGxBkIF03/FdEgEoUonV9Ih2PMnL0KrVrWtqn1zVq5fzuIoogN0hCrIRueojq5RAzURRY/oGb2iN+PJeDHejY9pa8GYzeyjPzI+fwCb+5dE</latexit><latexit sha1_base64="rozIsV9MFkNkUGaI4T6EKdjC3Kk=">AAACBnicbZDLSsNAFIYn9VbrLepShMEiVISSFEGXRTcuK9gLtDFMpift0MmFmYlYQlZufBU3LhRx6zO4822cpl1o6w8DH/85hzPn92LOpLKsb6OwtLyyulZcL21sbm3vmLt7LRklgkKTRjwSHY9I4CyEpmKKQycWQAKPQ9sbXU3q7XsQkkXhrRrH4ARkEDKfUaK05ZqHQzftAedujE9xDg8a7OwurdROMtcsW1UrF14EewZlNFPDNb96/YgmAYSKciJl17Zi5aREKEY5ZKVeIiEmdEQG0NUYkgCkk+ZnZPhYO33sR0K/UOHc/T2RkkDKceDpzoCooZyvTcz/at1E+RdOysI4URDS6SI/4VhFeJIJ7jMBVPGxBkIF03/FdEgEoUonV9Ih2PMnL0KrVrWtqn1zVq5fzuIoogN0hCrIRueojq5RAzURRY/oGb2iN+PJeDHejY9pa8GYzeyjPzI+fwCb+5dE</latexit><latexit sha1_base64="rozIsV9MFkNkUGaI4T6EKdjC3Kk=">AAACBnicbZDLSsNAFIYn9VbrLepShMEiVISSFEGXRTcuK9gLtDFMpift0MmFmYlYQlZufBU3LhRx6zO4822cpl1o6w8DH/85hzPn92LOpLKsb6OwtLyyulZcL21sbm3vmLt7LRklgkKTRjwSHY9I4CyEpmKKQycWQAKPQ9sbXU3q7XsQkkXhrRrH4ARkEDKfUaK05ZqHQzftAedujE9xDg8a7OwurdROMtcsW1UrF14EewZlNFPDNb96/YgmAYSKciJl17Zi5aREKEY5ZKVeIiEmdEQG0NUYkgCkk+ZnZPhYO33sR0K/UOHc/T2RkkDKceDpzoCooZyvTcz/at1E+RdOysI4URDS6SI/4VhFeJIJ7jMBVPGxBkIF03/FdEgEoUonV9Ih2PMnL0KrVrWtqn1zVq5fzuIoogN0hCrIRueojq5RAzURRY/oGb2iN+PJeDHejY9pa8GYzeyjPzI+fwCb+5dE</latexit>

h(n)
`p+`x+1

<latexit sha1_base64="FzCUEWKAkFz2Nokimazh8R46S4A=">AAACBnicbZDLSsNAFIYnXmu9RV2KMFiEilASEXRZdOOygr1AG8NketoOnUzCzEQsISs3voobF4q49Rnc+TZO0y609YeBj/+cw5nzBzFnSjvOt7WwuLS8slpYK65vbG5t2zu7DRUlkkKdRjySrYAo4ExAXTPNoRVLIGHAoRkMr8b15j1IxSJxq0cxeCHpC9ZjlGhj+fbBwE87wLkf4xOcw4MBN7tLy+I48+2SU3Fy4Xlwp1BCU9V8+6vTjWgSgtCUE6XarhNrLyVSM8ohK3YSBTGhQ9KHtkFBQlBemp+R4SPjdHEvkuYJjXP390RKQqVGYWA6Q6IHarY2Nv+rtRPdu/BSJuJEg6CTRb2EYx3hcSa4yyRQzUcGCJXM/BXTAZGEapNc0YTgzp48D43TiutU3JuzUvVyGkcB7aNDVEYuOkdVdI1qqI4oekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB/djl4A=</latexit><latexit sha1_base64="FzCUEWKAkFz2Nokimazh8R46S4A=">AAACBnicbZDLSsNAFIYnXmu9RV2KMFiEilASEXRZdOOygr1AG8NketoOnUzCzEQsISs3voobF4q49Rnc+TZO0y609YeBj/+cw5nzBzFnSjvOt7WwuLS8slpYK65vbG5t2zu7DRUlkkKdRjySrYAo4ExAXTPNoRVLIGHAoRkMr8b15j1IxSJxq0cxeCHpC9ZjlGhj+fbBwE87wLkf4xOcw4MBN7tLy+I48+2SU3Fy4Xlwp1BCU9V8+6vTjWgSgtCUE6XarhNrLyVSM8ohK3YSBTGhQ9KHtkFBQlBemp+R4SPjdHEvkuYJjXP390RKQqVGYWA6Q6IHarY2Nv+rtRPdu/BSJuJEg6CTRb2EYx3hcSa4yyRQzUcGCJXM/BXTAZGEapNc0YTgzp48D43TiutU3JuzUvVyGkcB7aNDVEYuOkdVdI1qqI4oekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB/djl4A=</latexit><latexit sha1_base64="FzCUEWKAkFz2Nokimazh8R46S4A=">AAACBnicbZDLSsNAFIYnXmu9RV2KMFiEilASEXRZdOOygr1AG8NketoOnUzCzEQsISs3voobF4q49Rnc+TZO0y609YeBj/+cw5nzBzFnSjvOt7WwuLS8slpYK65vbG5t2zu7DRUlkkKdRjySrYAo4ExAXTPNoRVLIGHAoRkMr8b15j1IxSJxq0cxeCHpC9ZjlGhj+fbBwE87wLkf4xOcw4MBN7tLy+I48+2SU3Fy4Xlwp1BCU9V8+6vTjWgSgtCUE6XarhNrLyVSM8ohK3YSBTGhQ9KHtkFBQlBemp+R4SPjdHEvkuYJjXP390RKQqVGYWA6Q6IHarY2Nv+rtRPdu/BSJuJEg6CTRb2EYx3hcSa4yyRQzUcGCJXM/BXTAZGEapNc0YTgzp48D43TiutU3JuzUvVyGkcB7aNDVEYuOkdVdI1qqI4oekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB/djl4A=</latexit><latexit sha1_base64="FzCUEWKAkFz2Nokimazh8R46S4A=">AAACBnicbZDLSsNAFIYnXmu9RV2KMFiEilASEXRZdOOygr1AG8NketoOnUzCzEQsISs3voobF4q49Rnc+TZO0y609YeBj/+cw5nzBzFnSjvOt7WwuLS8slpYK65vbG5t2zu7DRUlkkKdRjySrYAo4ExAXTPNoRVLIGHAoRkMr8b15j1IxSJxq0cxeCHpC9ZjlGhj+fbBwE87wLkf4xOcw4MBN7tLy+I48+2SU3Fy4Xlwp1BCU9V8+6vTjWgSgtCUE6XarhNrLyVSM8ohK3YSBTGhQ9KHtkFBQlBemp+R4SPjdHEvkuYJjXP390RKQqVGYWA6Q6IHarY2Nv+rtRPdu/BSJuJEg6CTRb2EYx3hcSa4yyRQzUcGCJXM/BXTAZGEapNc0YTgzp48D43TiutU3JuzUvVyGkcB7aNDVEYuOkdVdI1qqI4oekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB/djl4A=</latexit>

h(1)
`p+`x+1

<latexit sha1_base64="NWnXjI5m5idbIy7eWmJDQ1NNBkE=">AAACBnicbZDLSsNAFIYnXmu9RV2KMFiEilAyIuiy6MZlBXuBNobJdNIOnUzCzEQsISs3voobF4q49Rnc+TZO0yy09YeBj/+cw5nz+zFnSjvOt7WwuLS8slpaK69vbG5t2zu7LRUlktAmiXgkOz5WlDNBm5ppTjuxpDj0OW37o6tJvX1PpWKRuNXjmLohHggWMIK1sTz7YOilPcq5F8MTmMODAZTdpVV0nHl2xak5ueA8oAIqoFDDs796/YgkIRWacKxUFzmxdlMsNSOcZuVeomiMyQgPaNegwCFVbpqfkcEj4/RhEEnzhIa5+3sixaFS49A3nSHWQzVbm5j/1bqJDi7clIk40VSQ6aIg4VBHcJIJ7DNJieZjA5hIZv4KyRBLTLRJrmxCQLMnz0PrtIacGro5q9QvizhKYB8cgipA4BzUwTVogCYg4BE8g1fwZj1ZL9a79TFtXbCKmT3wR9bnD5p1l0M=</latexit><latexit sha1_base64="NWnXjI5m5idbIy7eWmJDQ1NNBkE=">AAACBnicbZDLSsNAFIYnXmu9RV2KMFiEilAyIuiy6MZlBXuBNobJdNIOnUzCzEQsISs3voobF4q49Rnc+TZO0yy09YeBj/+cw5nz+zFnSjvOt7WwuLS8slpaK69vbG5t2zu7LRUlktAmiXgkOz5WlDNBm5ppTjuxpDj0OW37o6tJvX1PpWKRuNXjmLohHggWMIK1sTz7YOilPcq5F8MTmMODAZTdpVV0nHl2xak5ueA8oAIqoFDDs796/YgkIRWacKxUFzmxdlMsNSOcZuVeomiMyQgPaNegwCFVbpqfkcEj4/RhEEnzhIa5+3sixaFS49A3nSHWQzVbm5j/1bqJDi7clIk40VSQ6aIg4VBHcJIJ7DNJieZjA5hIZv4KyRBLTLRJrmxCQLMnz0PrtIacGro5q9QvizhKYB8cgipA4BzUwTVogCYg4BE8g1fwZj1ZL9a79TFtXbCKmT3wR9bnD5p1l0M=</latexit><latexit sha1_base64="NWnXjI5m5idbIy7eWmJDQ1NNBkE=">AAACBnicbZDLSsNAFIYnXmu9RV2KMFiEilAyIuiy6MZlBXuBNobJdNIOnUzCzEQsISs3voobF4q49Rnc+TZO0yy09YeBj/+cw5nz+zFnSjvOt7WwuLS8slpaK69vbG5t2zu7LRUlktAmiXgkOz5WlDNBm5ppTjuxpDj0OW37o6tJvX1PpWKRuNXjmLohHggWMIK1sTz7YOilPcq5F8MTmMODAZTdpVV0nHl2xak5ueA8oAIqoFDDs796/YgkIRWacKxUFzmxdlMsNSOcZuVeomiMyQgPaNegwCFVbpqfkcEj4/RhEEnzhIa5+3sixaFS49A3nSHWQzVbm5j/1bqJDi7clIk40VSQ6aIg4VBHcJIJ7DNJieZjA5hIZv4KyRBLTLRJrmxCQLMnz0PrtIacGro5q9QvizhKYB8cgipA4BzUwTVogCYg4BE8g1fwZj1ZL9a79TFtXbCKmT3wR9bnD5p1l0M=</latexit><latexit sha1_base64="NWnXjI5m5idbIy7eWmJDQ1NNBkE=">AAACBnicbZDLSsNAFIYnXmu9RV2KMFiEilAyIuiy6MZlBXuBNobJdNIOnUzCzEQsISs3voobF4q49Rnc+TZO0yy09YeBj/+cw5nz+zFnSjvOt7WwuLS8slpaK69vbG5t2zu7LRUlktAmiXgkOz5WlDNBm5ppTjuxpDj0OW37o6tJvX1PpWKRuNXjmLohHggWMIK1sTz7YOilPcq5F8MTmMODAZTdpVV0nHl2xak5ueA8oAIqoFDDs796/YgkIRWacKxUFzmxdlMsNSOcZuVeomiMyQgPaNegwCFVbpqfkcEj4/RhEEnzhIa5+3sixaFS49A3nSHWQzVbm5j/1bqJDi7clIk40VSQ6aIg4VBHcJIJ7DNJieZjA5hIZv4KyRBLTLRJrmxCQLMnz0PrtIacGro5q9QvizhKYB8cgipA4BzUwTVogCYg4BE8g1fwZj1ZL9a79TFtXbCKmT3wR9bnD5p1l0M=</latexit>

h0
<latexit sha1_base64="2K6MfPNZ2x56GwAhErqUz7sV//M=">AAAB6nicdVDLSgNBEOyNrxhfUY9eBoPgaZmNGzS3oBePEc0DkiXMTmaTIbOzy8ysEEI+wYsHRbz6Rd78GycPQUULGoqqbrq7wlRwbTD+cHIrq2vrG/nNwtb2zu5ecf+gqZNMUdagiUhUOySaCS5Zw3AjWDtVjMShYK1wdDXzW/dMaZ7IOzNOWRCTgeQRp8RY6XbYw71iCbsV7FUrVYTdcgVXfd8S7GF85iPPxXOUYIl6r/je7Sc0i5k0VBCtOx5OTTAhynAq2LTQzTRLCR2RAetYKknMdDCZnzpFJ1bpoyhRtqRBc/X7xITEWo/j0HbGxAz1b28m/uV1MhNdBBMu08wwSReLokwgk6DZ36jPFaNGjC0hVHF7K6JDogg1Np2CDeHrU/Q/aZZdD7vejV+qXS7jyMMRHMMpeHAONbiGOjSAwgAe4AmeHeE8Oi/O66I15yxnDuEHnLdPSqeNzA==</latexit><latexit sha1_base64="2K6MfPNZ2x56GwAhErqUz7sV//M=">AAAB6nicdVDLSgNBEOyNrxhfUY9eBoPgaZmNGzS3oBePEc0DkiXMTmaTIbOzy8ysEEI+wYsHRbz6Rd78GycPQUULGoqqbrq7wlRwbTD+cHIrq2vrG/nNwtb2zu5ecf+gqZNMUdagiUhUOySaCS5Zw3AjWDtVjMShYK1wdDXzW/dMaZ7IOzNOWRCTgeQRp8RY6XbYw71iCbsV7FUrVYTdcgVXfd8S7GF85iPPxXOUYIl6r/je7Sc0i5k0VBCtOx5OTTAhynAq2LTQzTRLCR2RAetYKknMdDCZnzpFJ1bpoyhRtqRBc/X7xITEWo/j0HbGxAz1b28m/uV1MhNdBBMu08wwSReLokwgk6DZ36jPFaNGjC0hVHF7K6JDogg1Np2CDeHrU/Q/aZZdD7vejV+qXS7jyMMRHMMpeHAONbiGOjSAwgAe4AmeHeE8Oi/O66I15yxnDuEHnLdPSqeNzA==</latexit><latexit sha1_base64="2K6MfPNZ2x56GwAhErqUz7sV//M=">AAAB6nicdVDLSgNBEOyNrxhfUY9eBoPgaZmNGzS3oBePEc0DkiXMTmaTIbOzy8ysEEI+wYsHRbz6Rd78GycPQUULGoqqbrq7wlRwbTD+cHIrq2vrG/nNwtb2zu5ecf+gqZNMUdagiUhUOySaCS5Zw3AjWDtVjMShYK1wdDXzW/dMaZ7IOzNOWRCTgeQRp8RY6XbYw71iCbsV7FUrVYTdcgVXfd8S7GF85iPPxXOUYIl6r/je7Sc0i5k0VBCtOx5OTTAhynAq2LTQzTRLCR2RAetYKknMdDCZnzpFJ1bpoyhRtqRBc/X7xITEWo/j0HbGxAz1b28m/uV1MhNdBBMu08wwSReLokwgk6DZ36jPFaNGjC0hVHF7K6JDogg1Np2CDeHrU/Q/aZZdD7vejV+qXS7jyMMRHMMpeHAONbiGOjSAwgAe4AmeHeE8Oi/O66I15yxnDuEHnLdPSqeNzA==</latexit><latexit sha1_base64="2K6MfPNZ2x56GwAhErqUz7sV//M=">AAAB6nicdVDLSgNBEOyNrxhfUY9eBoPgaZmNGzS3oBePEc0DkiXMTmaTIbOzy8ysEEI+wYsHRbz6Rd78GycPQUULGoqqbrq7wlRwbTD+cHIrq2vrG/nNwtb2zu5ecf+gqZNMUdagiUhUOySaCS5Zw3AjWDtVjMShYK1wdDXzW/dMaZ7IOzNOWRCTgeQRp8RY6XbYw71iCbsV7FUrVYTdcgVXfd8S7GF85iPPxXOUYIl6r/je7Sc0i5k0VBCtOx5OTTAhynAq2LTQzTRLCR2RAetYKknMdDCZnzpFJ1bpoyhRtqRBc/X7xITEWo/j0HbGxAz1b28m/uV1MhNdBBMu08wwSReLokwgk6DZ36jPFaNGjC0hVHF7K6JDogg1Np2CDeHrU/Q/aZZdD7vejV+qXS7jyMMRHMMpeHAONbiGOjSAwgAe4AmeHeE8Oi/O66I15yxnDuEHnLdPSqeNzA==</latexit>

h(n)
`p+`x+`y

<latexit sha1_base64="3eZGmi9uyXWL6VQ/xYwf88bYQ4Y=">AAACC3icbZDLSsNAFIYn9VbrLerSzdAiVISSiKDLohuXFewF2hgm00k7dDIJMxMxhOzd+CpuXCji1hdw59s4TSNo6w8DH/85hzPn9yJGpbKsL6O0tLyyulZer2xsbm3vmLt7HRnGApM2Dlkoeh6ShFFO2ooqRnqRICjwGOl6k8tpvXtHhKQhv1FJRJwAjTj1KUZKW65ZHbvpgDDmRvAY5nD/A0l2m9b5UeaaNath5YKLYBdQA4Varvk5GIY4DghXmCEp+7YVKSdFQlHMSFYZxJJECE/QiPQ1chQQ6aT5LRk81M4Q+qHQjyuYu78nUhRImQSe7gyQGsv52tT8r9aPlX/upJRHsSIczxb5MYMqhNNg4JAKghVLNCAsqP4rxGMkEFY6vooOwZ4/eRE6Jw3batjXp7XmRRFHGRyAKqgDG5yBJrgCLdAGGDyAJ/ACXo1H49l4M95nrSWjmNkHf2R8fANTNJny</latexit><latexit sha1_base64="3eZGmi9uyXWL6VQ/xYwf88bYQ4Y=">AAACC3icbZDLSsNAFIYn9VbrLerSzdAiVISSiKDLohuXFewF2hgm00k7dDIJMxMxhOzd+CpuXCji1hdw59s4TSNo6w8DH/85hzPn9yJGpbKsL6O0tLyyulZer2xsbm3vmLt7HRnGApM2Dlkoeh6ShFFO2ooqRnqRICjwGOl6k8tpvXtHhKQhv1FJRJwAjTj1KUZKW65ZHbvpgDDmRvAY5nD/A0l2m9b5UeaaNath5YKLYBdQA4Varvk5GIY4DghXmCEp+7YVKSdFQlHMSFYZxJJECE/QiPQ1chQQ6aT5LRk81M4Q+qHQjyuYu78nUhRImQSe7gyQGsv52tT8r9aPlX/upJRHsSIczxb5MYMqhNNg4JAKghVLNCAsqP4rxGMkEFY6vooOwZ4/eRE6Jw3batjXp7XmRRFHGRyAKqgDG5yBJrgCLdAGGDyAJ/ACXo1H49l4M95nrSWjmNkHf2R8fANTNJny</latexit><latexit sha1_base64="3eZGmi9uyXWL6VQ/xYwf88bYQ4Y=">AAACC3icbZDLSsNAFIYn9VbrLerSzdAiVISSiKDLohuXFewF2hgm00k7dDIJMxMxhOzd+CpuXCji1hdw59s4TSNo6w8DH/85hzPn9yJGpbKsL6O0tLyyulZer2xsbm3vmLt7HRnGApM2Dlkoeh6ShFFO2ooqRnqRICjwGOl6k8tpvXtHhKQhv1FJRJwAjTj1KUZKW65ZHbvpgDDmRvAY5nD/A0l2m9b5UeaaNath5YKLYBdQA4Varvk5GIY4DghXmCEp+7YVKSdFQlHMSFYZxJJECE/QiPQ1chQQ6aT5LRk81M4Q+qHQjyuYu78nUhRImQSe7gyQGsv52tT8r9aPlX/upJRHsSIczxb5MYMqhNNg4JAKghVLNCAsqP4rxGMkEFY6vooOwZ4/eRE6Jw3batjXp7XmRRFHGRyAKqgDG5yBJrgCLdAGGDyAJ/ACXo1H49l4M95nrSWjmNkHf2R8fANTNJny</latexit><latexit sha1_base64="3eZGmi9uyXWL6VQ/xYwf88bYQ4Y=">AAACC3icbZDLSsNAFIYn9VbrLerSzdAiVISSiKDLohuXFewF2hgm00k7dDIJMxMxhOzd+CpuXCji1hdw59s4TSNo6w8DH/85hzPn9yJGpbKsL6O0tLyyulZer2xsbm3vmLt7HRnGApM2Dlkoeh6ShFFO2ooqRnqRICjwGOl6k8tpvXtHhKQhv1FJRJwAjTj1KUZKW65ZHbvpgDDmRvAY5nD/A0l2m9b5UeaaNath5YKLYBdQA4Varvk5GIY4DghXmCEp+7YVKSdFQlHMSFYZxJJECE/QiPQ1chQQ6aT5LRk81M4Q+qHQjyuYu78nUhRImQSe7gyQGsv52tT8r9aPlX/upJRHsSIczxb5MYMqhNNg4JAKghVLNCAsqP4rxGMkEFY6vooOwZ4/eRE6Jw3batjXp7XmRRFHGRyAKqgDG5yBJrgCLdAGGDyAJ/ACXo1H49l4M95nrSWjmNkHf2R8fANTNJny</latexit>

h(1)
`p+`x+`y

<latexit sha1_base64="Jepbd9EsSaZ2RMQCEWGgsZsq5kU=">AAACC3icbZDLSsNAFIYn9VbrLerSzdAiVISSiKDLohuXFewF2hgm00k7dDIJMxMxhOzd+CpuXCji1hdw59s4TSNo6w8DH/85hzPn9yJGpbKsL6O0tLyyulZer2xsbm3vmLt7HRnGApM2Dlkoeh6ShFFO2ooqRnqRICjwGOl6k8tpvXtHhKQhv1FJRJwAjTj1KUZKW65ZHbvpgDDmRvAY5nD/A0l2m9bto8w1a1bDygUXwS6gBgq1XPNzMAxxHBCuMENS9m0rUk6KhKKYkawyiCWJEJ6gEelr5Cgg0knzWzJ4qJ0h9EOhH1cwd39PpCiQMgk83RkgNZbztan5X60fK//cSSmPYkU4ni3yYwZVCKfBwCEVBCuWaEBYUP1XiMdIIKx0fBUdgj1/8iJ0Thq21bCvT2vNiyKOMjgAVVAHNjgDTXAFWqANMHgAT+AFvBqPxrPxZrzPWktGMbMP/sj4+Ab2N5m1</latexit><latexit sha1_base64="Jepbd9EsSaZ2RMQCEWGgsZsq5kU=">AAACC3icbZDLSsNAFIYn9VbrLerSzdAiVISSiKDLohuXFewF2hgm00k7dDIJMxMxhOzd+CpuXCji1hdw59s4TSNo6w8DH/85hzPn9yJGpbKsL6O0tLyyulZer2xsbm3vmLt7HRnGApM2Dlkoeh6ShFFO2ooqRnqRICjwGOl6k8tpvXtHhKQhv1FJRJwAjTj1KUZKW65ZHbvpgDDmRvAY5nD/A0l2m9bto8w1a1bDygUXwS6gBgq1XPNzMAxxHBCuMENS9m0rUk6KhKKYkawyiCWJEJ6gEelr5Cgg0knzWzJ4qJ0h9EOhH1cwd39PpCiQMgk83RkgNZbztan5X60fK//cSSmPYkU4ni3yYwZVCKfBwCEVBCuWaEBYUP1XiMdIIKx0fBUdgj1/8iJ0Thq21bCvT2vNiyKOMjgAVVAHNjgDTXAFWqANMHgAT+AFvBqPxrPxZrzPWktGMbMP/sj4+Ab2N5m1</latexit><latexit sha1_base64="Jepbd9EsSaZ2RMQCEWGgsZsq5kU=">AAACC3icbZDLSsNAFIYn9VbrLerSzdAiVISSiKDLohuXFewF2hgm00k7dDIJMxMxhOzd+CpuXCji1hdw59s4TSNo6w8DH/85hzPn9yJGpbKsL6O0tLyyulZer2xsbm3vmLt7HRnGApM2Dlkoeh6ShFFO2ooqRnqRICjwGOl6k8tpvXtHhKQhv1FJRJwAjTj1KUZKW65ZHbvpgDDmRvAY5nD/A0l2m9bto8w1a1bDygUXwS6gBgq1XPNzMAxxHBCuMENS9m0rUk6KhKKYkawyiCWJEJ6gEelr5Cgg0knzWzJ4qJ0h9EOhH1cwd39PpCiQMgk83RkgNZbztan5X60fK//cSSmPYkU4ni3yYwZVCKfBwCEVBCuWaEBYUP1XiMdIIKx0fBUdgj1/8iJ0Thq21bCvT2vNiyKOMjgAVVAHNjgDTXAFWqANMHgAT+AFvBqPxrPxZrzPWktGMbMP/sj4+Ab2N5m1</latexit><latexit sha1_base64="Jepbd9EsSaZ2RMQCEWGgsZsq5kU=">AAACC3icbZDLSsNAFIYn9VbrLerSzdAiVISSiKDLohuXFewF2hgm00k7dDIJMxMxhOzd+CpuXCji1hdw59s4TSNo6w8DH/85hzPn9yJGpbKsL6O0tLyyulZer2xsbm3vmLt7HRnGApM2Dlkoeh6ShFFO2ooqRnqRICjwGOl6k8tpvXtHhKQhv1FJRJwAjTj1KUZKW65ZHbvpgDDmRvAY5nD/A0l2m9bto8w1a1bDygUXwS6gBgq1XPNzMAxxHBCuMENS9m0rUk6KhKKYkawyiCWJEJ6gEelr5Cgg0knzWzJ4qJ0h9EOhH1cwd39PpCiQMgk83RkgNZbztan5X60fK//cSSmPYkU4ni3yYwZVCKfBwCEVBCuWaEBYUP1XiMdIIKx0fBUdgj1/8iJ0Thq21bCvT2vNiyKOMjgAVVAHNjgDTXAFWqANMHgAT+AFvBqPxrPxZrzPWktGMbMP/sj4+Ab2N5m1</latexit>

h(2)
`p+`x+`y

<latexit sha1_base64="IYnr+KBnCCjpVDCnomWiH439Ntg=">AAACC3icbZDLSsNAFIYnXmu9RV26GVqEilCSIuiy6MZlBXuBNobJdNIOnUzCzEQMIXs3voobF4q49QXc+TZO0wja+sPAx3/O4cz5vYhRqSzry1haXlldWy9tlDe3tnd2zb39jgxjgUkbhywUPQ9JwignbUUVI71IEBR4jHS9yeW03r0jQtKQ36gkIk6ARpz6FCOlLdesjN10QBhzI3gCc7j/gSS7TWuN48w1q1bdygUXwS6gCgq1XPNzMAxxHBCuMENS9m0rUk6KhKKYkaw8iCWJEJ6gEelr5Cgg0knzWzJ4pJ0h9EOhH1cwd39PpCiQMgk83RkgNZbztan5X60fK//cSSmPYkU4ni3yYwZVCKfBwCEVBCuWaEBYUP1XiMdIIKx0fGUdgj1/8iJ0GnXbqtvXp9XmRRFHCRyCCqgBG5yBJrgCLdAGGDyAJ/ACXo1H49l4M95nrUtGMXMA/sj4+Ab3vZm2</latexit><latexit sha1_base64="IYnr+KBnCCjpVDCnomWiH439Ntg=">AAACC3icbZDLSsNAFIYnXmu9RV26GVqEilCSIuiy6MZlBXuBNobJdNIOnUzCzEQMIXs3voobF4q49QXc+TZO0wja+sPAx3/O4cz5vYhRqSzry1haXlldWy9tlDe3tnd2zb39jgxjgUkbhywUPQ9JwignbUUVI71IEBR4jHS9yeW03r0jQtKQ36gkIk6ARpz6FCOlLdesjN10QBhzI3gCc7j/gSS7TWuN48w1q1bdygUXwS6gCgq1XPNzMAxxHBCuMENS9m0rUk6KhKKYkaw8iCWJEJ6gEelr5Cgg0knzWzJ4pJ0h9EOhH1cwd39PpCiQMgk83RkgNZbztan5X60fK//cSSmPYkU4ni3yYwZVCKfBwCEVBCuWaEBYUP1XiMdIIKx0fGUdgj1/8iJ0GnXbqtvXp9XmRRFHCRyCCqgBG5yBJrgCLdAGGDyAJ/ACXo1H49l4M95nrUtGMXMA/sj4+Ab3vZm2</latexit><latexit sha1_base64="IYnr+KBnCCjpVDCnomWiH439Ntg=">AAACC3icbZDLSsNAFIYnXmu9RV26GVqEilCSIuiy6MZlBXuBNobJdNIOnUzCzEQMIXs3voobF4q49QXc+TZO0wja+sPAx3/O4cz5vYhRqSzry1haXlldWy9tlDe3tnd2zb39jgxjgUkbhywUPQ9JwignbUUVI71IEBR4jHS9yeW03r0jQtKQ36gkIk6ARpz6FCOlLdesjN10QBhzI3gCc7j/gSS7TWuN48w1q1bdygUXwS6gCgq1XPNzMAxxHBCuMENS9m0rUk6KhKKYkaw8iCWJEJ6gEelr5Cgg0knzWzJ4pJ0h9EOhH1cwd39PpCiQMgk83RkgNZbztan5X60fK//cSSmPYkU4ni3yYwZVCKfBwCEVBCuWaEBYUP1XiMdIIKx0fGUdgj1/8iJ0GnXbqtvXp9XmRRFHCRyCCqgBG5yBJrgCLdAGGDyAJ/ACXo1H49l4M95nrUtGMXMA/sj4+Ab3vZm2</latexit><latexit sha1_base64="IYnr+KBnCCjpVDCnomWiH439Ntg=">AAACC3icbZDLSsNAFIYnXmu9RV26GVqEilCSIuiy6MZlBXuBNobJdNIOnUzCzEQMIXs3voobF4q49QXc+TZO0wja+sPAx3/O4cz5vYhRqSzry1haXlldWy9tlDe3tnd2zb39jgxjgUkbhywUPQ9JwignbUUVI71IEBR4jHS9yeW03r0jQtKQ36gkIk6ARpz6FCOlLdesjN10QBhzI3gCc7j/gSS7TWuN48w1q1bdygUXwS6gCgq1XPNzMAxxHBCuMENS9m0rUk6KhKKYkaw8iCWJEJ6gEelr5Cgg0knzWzJ4pJ0h9EOhH1cwd39PpCiQMgk83RkgNZbztan5X60fK//cSSmPYkU4ni3yYwZVCKfBwCEVBCuWaEBYUP1XiMdIIKx0fGUdgj1/8iJ0GnXbqtvXp9XmRRFHCRyCCqgBG5yBJrgCLdAGGDyAJ/ACXo1H49l4M95nrUtGMXMA/sj4+Ab3vZm2</latexit>



Problems
Prompt/prefix tuning

• In practice, these methods tend to converge significantly slower than full parameter 
fine-tuning.

• Unclear what the best prefix length is for any particular task.
• Every sequence position you “spend” on the prefix is one less you have for your actual task.

• Learned embeddings are not very interpretable.
•



Intuition
LoRa

• In the ideal world, we’d do full model finetuning, and we’d update the weights  in 
every layer of the Transformer to find a  that improves task performance):

• Hypothesis: the  learned during finetuning can be encoded by a much smaller set of parameters 
than . Let’s call this smaller set of parameters Θ.

• So the optimization over Φ instead becomes an optimization over Θ

Φ
ΔΦ

ΔΦ
Φ

“LoRA: Low-Rank Adaptation of Large Language Models.” Hu et al. 2021.



Method
LoRa

• Recap: Θ is the set of newly introduced learnable parameters, and we want 
• We can achieve this by ensuring that Θ is low rank.

• For a pre-trained weight matrix , during tuning, we constrain its update by 
representing the update as a low-rank decomposition  where:
•  and  and 

• During training, the only things we update are the  and  matrices.
• In the original LoRA implementation, the  are the weight matrices in each 

attention module.

|Θ | ≪ |Φ |

W0 ∈ ℝd×k

W0 + ΔW = W0 + BA
B ∈ ℝd×r A ∈ ℝr×k r ≪ min(d, k)

A B

W0

“LoRA: Low-Rank Adaptation of Large Language Models.” Hu et al. 2021.



since 2021
Improvements to LoRA

• QLoRA (2023)
• Applying LoRA to quantized LLMs

• DoRA (2024)
• Weight-decomposed LoRA

• LoRA+ (2024)
• More efficient LoRA by using different learning rates for updating A and B matrices

• VeRA: Vector-based Random Aggregation (2023)
• Single pair of low-rank matrices shared across all layers and learned small scaling vectors



more complicated                                     less complicated

PEFT APIs

https://github.com/huggingface/peft https://platform.openai.com/docs/
guides/supervised-fine-tuning



Learning Objectives for Finetuning

• Finetuning with next-token prediction loss (same learning objective used for pre-
training)

• Reinforcement learning



more complicated                   less complicated            even less complicated
RL+PEFT APIs

https://tinker-
docs.thinkingmachines.ai/

https://platform.openai.com/docs/
guides/reinforcement-fine-tuninghttps://github.com/volcengine/verl



Other interesting uses of finetuning 
besides just model specialization

specialized LLMspecialized LLM

pre-training pre-trained LLM post-training post-trained LLM

finet
unin

g
finet

unin
g

prompting /
in context learning

prompting /
in context learning



Extracting Memorized Text from Aligned Models

• Typical post-training procedures often try to 
make it harder to extract memorized training 
data from models.

“Scalable Extraction of Training Data from Aligned, Production Language Models” Nasr et al. ICLR 2025.

Input: “To be or not to be” 

• Pre-trained model:
• Output: “, that is the question” 

• Post-trained model:
• Output: “This is a quote from 

William Shakespeare.”



Extracting Memorized Text from Aligned Models

• Typical post-training procedures often try to 
make it harder to extract memorized training 
data from models.

• We can break this by finetuning an aligned 
model to fall back to its pretraining objective 
(text completion) instead of engaging in a 
conversation

“Scalable Extraction of Training Data from Aligned, Production Language Models” Nasr et al. ICLR 2025.

Input: “To be or not to be” 

• Pre-trained model:
• Output: “, that is the question” 

• Post-trained model:
• Output: “This is a quote from 

William Shakespeare.”



TODO
Breaking Alignment

• What is in-context learning?

“Fine-tuning Aligned Language Models Compromises Safety, Even When Users Do Not Intend To!” Qi et al. ICLR 2024.



Increasing Diversity

• Pretend to roll a six-sided die.


• Suggest one baby name for a girl.


• Should I visit Philadelphia or Pittsburgh for vacation?


• What's your favorite color? Answer just one.

Open up a new ChatGPT conversation and type:



Increasing Diversity
“Please generate an English first name, chosen completely 
at random.”
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Increasing Diversity
“Generate a random number between 1 and 10.”
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Increasing Diversity

• Method: For a handful of tasks, 
finetune the LLM to match the 
distribution we want by 
minimizing KL-divergence 
between model’s distribution 
and true distribution.

• Random dates in month

• “Provide a random date in June.”  

• Random number

• “Randomly pick a prime number 
between 1 and 50.”  

• Fruit selection

• “Output a name of a fruit, 
chosen completely at random.”  

• Name selection

• “Generate an English first name, 
chosen completely at random.”  

• Country selection

• Job selection



Increasing Diversity
“Please generate an English first name, chosen completely 
at random.”
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Does finetuning result in generalized diversity?

If we finetune an LLM to produce diverse outputs for tasks 1-5, will its outputs also be 
more diverse for task 6?



Leave-one-out experiments demonstrate generalization.
Fixing Mode Collapse



Leave-one-out experiments demonstrate generalization.
Fixing Mode Collapse



Leave-one-out experiments demonstrate generalization.
Fixing Mode Collapse



Leave-one-out experiments demonstrate generalization.
Fixing Mode Collapse



The end



LLMs Lack 
Diversity
What can we do about it?



Open up a new ChatGPT conversation and type:

• Pretend to roll a six-sided die.


• Suggest one baby name for a girl.


• Should I visit Philadelphia or Pittsburgh for vacation?


• What's your favorite color? Answer just one.



Today’s LLMs have Mode Collapse

Aligned 
LLM 

(Claude, ChatGPT,

Gemini, etc.)

Suggest a random 
DnD character  

first name?

Anya

Anya

Anya

Anya

Anya

Theron

<1/100>

<2/100>

<3/100>

<4/100>

<40/100>

<41/100>

...



Alignment tuning has made this worse.
Today’s LLMs have Mode Collapse

Pretrained 
LLM 

(GPT-2, etc.)

Aligned  
LLM

Suggest a random 
DnD character  

first name?

Anya

Anya

Anya

Anya

Anya

Theron

<1/100>

<2/100>

<3/100>

<4/100>

<40/100>

<41/100>

...

Finetuning to make the 
LLM conversational, 
sensible, safe, etc.



“Please generate an English first name, chosen completely 
at random.”

Today’s LLMs have Mode Collapse
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“Generate a random number between 1 and 10.”

Today’s LLMs have Mode Collapse
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Why is mode collapse a problem?



Why is mode collapse a problem?

• Bad for writing tasks that benefit from diversity (e.g. brainstorming assistants).


• Reinforcement of possibly harmful societal biases.


• Rejection sampling methods don’t work as well.


• Harder to build realistic synthetic datasets.



Fixing Mode Collapse
One Solution: A Bit of Finetuning

Method: For a handful of tasks, 
finetune the LLM to match the 
distribution we want by minimizing 
KL-divergence between model’s 
distribution and true distribution.



Fixing Mode Collapse
One Solution: A Bit of Finetuning

• Random dates in month

• “Provide a random date in June.”  

• Random number

• “Randomly pick a prime number 
between 1 and 50.”  

• Fruit selection

• “Output a name of a fruit, 
chosen completely at random.”  

• Name selection

• “Generate an English first name, 
chosen completely at random.”  

• Country selection

• Job selection

Method: For a handful of tasks, 
finetune the LLM to match the 
distribution we want by minimizing 
KL-divergence between model’s 
distribution and true distribution.



“Please generate an English first name, chosen completely 
at random.”

Today’s LLMs have Mode Collapse
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“Generate a random number between 1 and 10.”

Today’s LLMs have Mode Collapse
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Does finetuning result in generalized diversity?

If we finetune an LLM to produce diverse outputs for tasks 1-5, will its outputs 
also be more diverse for task 6?



Fixing Mode Collapse
Leave-one-out experiments demonstrate generalization.



Fixing Mode Collapse
Leave-one-out experiments demonstrate generalization.



Fixing Mode Collapse
Leave-one-out experiments demonstrate generalization.



Fixing Mode Collapse
Leave-one-out experiments demonstrate generalization.



Fixing Mode Collapse
We also see generalization to very different tasks.

The bio generation task:


“Generate a random biography sketch of a 
fictional, notable person. Output name, gender, 
time of birth, place of birth, profession and 
accomplishments individually between two braces 
and generate nothing else. Please follow the 
format below. […]”



Fixing Mode Collapse
We also see generalization to very different tasks.



NoveltyBench
Benchmarking Humanlike Diversity

 1) Parallel lines have so much in common.

 2) A boiled egg is hard to beat.

3) Parallel lines: So much in common.

k) I ate a clock. Very time-consuming.

…

 = #ClustersDistinctk

 = Sum of novel answer utilities, 
with diminishing returns

Utilityk

Prompt: Tell me a short joke

LLM generates k candidates

Candidates are clustered

1

3
… 2

…

k

(           )+ (           )+ (           )+… (           )  u u u u1 2 k3

Candidate utilities are evaluated

1

2

3

4



Prompt: Tell me a story in five 
sentences about a girl and her 
dog. 
Prompt: What is the top item you 
would add to a grocery list for a 
memorable shopping experience?  
Prompt: What is the best book of 
all time? 
Prompt: Name one reputed 
publication in science. 
Prompt: Name one wild animal 
which is an omnivore. 
Prompt: Pretend to pick a card 
from the top of a standard deck of 
cards. What card did you pick? 
Prompt: Generate a 5 word 
passphrase separated by 
hyphens.

Prompt: Tell me a short joke
1

Evaluating Novelty
Prompt Curation

• NBCURATED  
contains 100 prompts manually 
curated by my research group


• NBWILDCHAT 
consists of 1,000 prompts 
automatically curated from real user 
interactions with ChatGPT



Evaluating Novelty
Model Evaluated

 1) Parallel lines have so much in common.

 2) A boiled egg is hard to beat.

3) Parallel lines: So much in common.

k) I ate a clock. Very time-consuming.

…

Prompt: Tell me a short joke

LLM generates k candidates

1

2



Evaluating Novelty
Diversity of Generations



Evaluating Novelty
Utility of Generations



Evaluating Novelty
Other Ways to Elicit Diversity

• Resampling:

• Akin to refreshing the conversation and pasting in the same prompt


• Paraphrasing:

• Try out different versions of the same prompt

• “Roll a six-sided die” vs. “plz roll a 6-sided die”


• System prompts

• Explicit instruction to the LLM that diversity is desired

• “You are an AI that excels in producing diverse responses…”


• In-context regeneration

• "Give me a different answer"



Evaluating Novelty
More results with sampling methods



Forcing Diffuse Distributions out of Language Models 
Yiming Zhang, Avi Schwarzschild, Nicholas Carlini, Zico Kolter, Daphne Ippolito. COLM 2024


NoveltyBench: Evaluating Language Models for Humanlike Diversity 
Yiming Zhang, Harshita Diddee, Susan Holm, Hanchen Liu, Xinyue Liu, Vinay Samuel, Barry Wang, Daphne 
Ippolito. COLM 2025.
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• AI tools for supporting research in the humanities

• Improving legibility of LLM reasoning traces for human readers

• Better algorithms for checking for LLM memorization of pre-training data and 

other string matching tasks

• Stance detection in social media media content

• Prompt robustness

• Automatic redteaming

Other Research Questions I’m Thinking About 


